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Every DRG system in active use is in a state of continuous change. DRG’s are altered,
added or removed - usually on a yearly basis. The main reasons for changes are
developments in medical treatment and management of health care. The two most important
criteria for changes are the requirements of similar resource intensity within given DRG and
similar type of patients in each DRG from a clinical perspective.

A new kind of grouper software is evolving with radically increased flexibility and ease of use.
We will in this presentation explore the design criteria for this software. We will also describe
an implementation in DRG Management System (DMS) which fulfills these criteria [1]. In
particular we will show how this kind of software will give an immediate answer to the
guestion on whether changes in the DRG algorithm will increase explanation of resource
usage.

For the DRG software we formulate the design criteria

1. The algorithm must be formulated in a formalized manner such that the software can
be built from this and only this documentation

2. The formulation must be understandable by people from the economic and medical
professions as well as computer professionals

3. There must be testing procedures and a complete test-batch with cost data for
verification

Changes in the algorithm must be easy to do and implement

Consequences of the changes in the DRG algorithm can easily be analysed with
statistical methods

The Nordic countries are using DMS with the strictly defined NordDRG system [2]. A number
of database tables define the algorithm unambiguously. This satisfies the first design criteria.
Let us look at the other criteria.

How to understand the DRG algorithm

How do you formulate the DRG algorithm in a way understandable by people from the
economic and medical professions as well as computer professionals? The obvious solution
is to formulate the algorithm in a flowchart. The flowchart is in addition to being intuitive also
a formal presentation. But how can we go from a flowchart to a computer program without a
lot of programming with staffs of programmers? The solution is to translate the flowchart to a
decision table.

It can be shown that a flowchart always can be emulated by a decision table [3]. Finally, a
decision table is computable; in particular it can automatically be translated to a computer
program. This means that we can go from a decision table describing the DRG algorithm to
an automatically generated computer program.
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The flowchart is based on information in a number of tables stored in a database. These
include lists of properties of each diagnosis and procedure. These properties are used in the
flowchart as actions variables — deciding which path to take in the flowchart.

The heart in the decision process is the logic table which essentially is a decision table. In
order to fully understand the grouping algorithm you have to study the logic table. The
flowchart gives the general path to the computed DRG but the logic table is needed for the
details. But again, this does not imply need to have programming knowledge.

The DRG algorithm is formulated in a flowchart form. In this example we use a snapshot
from the NordDRG Manual for 2007. (The full version of the manual is found at
www.nordclass.uu.se ).

Here we have arrived at MDC 06 and will study how we arrive finally at the DRG’s 166N and
167 for appendectomies...
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In the flowchart you will find decision variables of two kinds. One is based on information
fetched directly from the input. An example of that is the condition "Age >= 18 years". Other
decision variables come from properties attached to diagnoses or procedures. These
properties are defined in special tables.

If you click on the box "Procprop Appendectomy" you will get information on the condition
(property) for showing the right branch which is labeled "06S05". This decision variable
defines the condition for appendectomy. The diagnoses which define the condition are
displayed:
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Next question is whether the DRG is complicated or not. By clicking on the box "Dgprop
Complicated appendicitis” you will get information on which diagnoses will lead to a

complicated DRG directly.
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As you can see from the picture below there are three diagnoses which will lead to a
complicated DRG: C18.1, K35.0 and K35.1. They are the diagnoses forming the property
“06X01, Complicated appendicitis”.

If none of these diagnoses are present there is still a possibility for this case to be a
complicated DRG. This will happen if there is a secondary diagnosis which complicates the
case. The mechanism behind this is shown in the ICD module and not here in this

introductory example.
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The steps to perform

The DMS tool allows you to define the properties for the diagnoses. The properties will, as
you have seen from the example, decide which DRG we arrive at.

The procedures are assigned properties in a similar way.

The flowchart itself is represented as a decision table. A mapping from a flow-chart to a
decision table is something you always can do in a more or less automatic way. We call the
table which represent the flow-chart the logic table.

Assigning properties to diagnoses

The DMS tool is used to assign properties to diagnoses and procedures in order to make this
work in the grouper software. Let us first look at how properties are assigned to diagnoses.

Highlighted in the screenshot below is the diagnosis C18.1. It has 5 different properties,
shown to the right. One of them is the property called "DGPROP" with the value 06X01. This
makes the diagnosis a member of the set of diagnoses which constitute the "complicated
appendicitis".

06X01 Complicated appedicitis
c18.1 Malignant neoplasm of appendix
K35.0 Acute appendicitis with generalized peritonitis

Diagnoses properties K35.1 Acute appendicitis with peritoneal abscess
4 4 | 1128 of 10768 b b| Filter on CODE: z n o

= D_C01 CHOATE fon - Add or replace propertieS™gm this code Show modified -
C17.9 | v2l]l]8~l1.. ‘Malignanl neoplasm of small intestine [— [— Replace Show Al |
C18.0 2006-0... | Malignant neoplasm of cascum - N

> C18.1 2006-0... iMaIignanl neoplasm of appendix Properties
C18.2 2006-0... | Malignant neoplasm of ascending co CODE d_code CHDATE VARVAL var.valtexlr
C183 . .2006-0... .Malignant neoplasm of hepatic flexur X 20065201052 »CUMPL o U500 Mslianan neop
C18.4 . . 2006-0... . Malignant neoplasm of transverse co 1] iRl } DOCAT | 05M02 Malighancyof
C185 . FZUUS-D... .Malignanl neoplasm of splenic flexure 18] 20050530 1052 8| DERROP lJ 06Xt Complicated
C186 0600 [k anoptian cf sceniig & C18.1 | ,2005'08'3010:52 'DGPRDP __V_|v15<99 Other significas
c187 T ‘2005-0‘“ T Malignant neoplasm of sigmoid colon C18.1 | | 2006-08-30 10:52 | DGPROP ﬂ 2301 | History of malig
C18.8 ‘ 2006-0... ‘Malignant neaplasm of overlapping le % L‘
c189 ‘ | 2006-0... ‘ Malignant neoplasm of colon, unspec 4 >
c13 2006-0... | Malignant neoplasm of rectosigmoid | As a primary diagnosis it excludes complications in these categories
c20 | 20080 Malignant neoplasm of rectum CODE D_CODE | COMPL | chdate description
5T (2060, | Mokt reoiasm o thacee. 11 [06C02 | 2008:08:30 10:52 | Malignant neaplasm of colon are
c21.1 ‘ VZOUS-D... ‘Malignant neoplasm of anal canal *

. I C£21.2 2006-0... |Malianant ne‘onlasm of cloacoaeni‘t:i_'J _

=
Testing

When we have assigned properties to diagnoses and procedures we want to test the new
algorithm. By starting the testing module the new definitions are used to automatically
construct a grouper.

The highlighted case has the diagnosis C18.1 and the procedure JESAQO.

By pressing the button "Group Case" the highlighted patient record is sent to the grouper and
the result i shown as highlighted below. The DRG is 166N and all the properties collected
from the case is shown in the upper window.
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» | Appendectomy
* I |

How the grouping is done
The grouping computation is performed by the grouper in two steps.
First all the properties of the diagnoses and procedures are collected.

Secondly the logic table is browsed from top to bottom for a matching row. This corresponds
to reading the flowchart previously shown. The highlighted row is the first one which is
matched by the properties found in the patient record. The computing stops here and the
grouper returns the DRG 166N.

W 4 2198 of2s42 | b bl 4 X [0tz
ORD /| DRG | IC| MI| FDGP/| OF PHU‘ DGCAT| AGELIN CC| SE| DGPR| DGPR-* o S oseropr. [0
f2 { st B e e Lo DRG: 166N peeROP2 |
408D0311 148X |+ |06 S | 08502 1
406D0312 14X |+ (0B S | 08502 ‘ 160 £ 5 oGPROP: |
408D0411 150K |+ (0B S | 0BS04 1 MDC: 08 od DGPROP4: |
406D0412 151X |+ |06 S | 0BS04 | [ [ [ PDGPROP: v e |—
e e a1 [N -
| 52
L ' PROCPRO1: v
406D05112 | 08| 5 |08505 0601 | e DUR: i
|406D05113 168N |+ |06 S 08505 | ; 1] j DGCATH: = RTC: [o
| 406DOST14 167X |+ |06 S | 06505 AGELIM: VALD:
40BD07101 157X |+ |06 S | 08507 ‘ 1 comp: [ o] lDaTE
| 40BD07102 158K |+ :'UB:" E 7,05507,: | | | e | = T |
406D0B11 153X |+ |06 S | 08509 | |>6574 |1 [
40600812 :'ng + 705‘ 5 :05509‘ | SB574 Showdgx‘proc'sl Closedg/proc'sl Count in test l
408D0911 161X |+ (0B S | 06508 |>6574 |1 =
Edhiar Bl Lk M £ s prdt o IR e ShowModiied | ShowAdded | Show Deleted |
40600312 [162X |+ (0B S | 068508 |>6574
|40BD1010 183X |+ (0B S |0BS08 | j f ] Show InUse

You can now see the correspondence between the logic table and the flowchart:
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In this introductory example we have shown some main ideas but of course not all the
details.

DRGstat, a program for DRG statistics

How do we know if the grouping algorithm is efficient in defining groups and putting patients
with similar resource consumption in each group (DRG)? There are always lots of change
proposals to the DRG algorithm every year. Thus it is critical for the success of the grouper
design to early discard proposals which have negative effect on cost explanation and to
verify proposals with a positive effect.

Tightly integrated with DMS is the program DRGstat which is a tool for examining cost
explanation. At a given moment you have a set of groupers in various stages of
development. These are called “versions”. Typical versions are previous official groupers and
alfa, beta etc versions of current groupers under development.

Here is how you work. Start with choosing version and input file with test cases which have
actual costs attached and start the batch grouper. In less than 5 minutes you will have the
result outlined in this picture:
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Calculation of total explanation values, R2 and RAR

Tools to analyze efficiency in cost explanation of the grouper are variance and regression
analysis. In the DMS Statistics we calculate two values for the overall evaluation: R2 and
RAR.

The R2 values are calculated with one-factor ANOVA. The DRG variable is used as factor
and the patient cost as the dependant variable with the following formula:
Yiq (x; — mpgg)?
ieq (x; = mgor)?
Here mpgg is the mean cost value of the DRG belonging to the current cost value x; and mror

is the mean cost calculated for all the cases. Here x; — mpgr; expresses the residual, the
individual deviation from the expected value. n is the total number of cases with cost data.

R2=1-

The value of R2 should near the value of 1. The value should be 0.65 or more. With R2 value
of 0.7 we say that 70% of the variation is explained and 30% is unknown.

Instead of taking the square of the deviations from the means as in the first formula we can
take the absolute value. The latter is called Reduction of Absolute Residuals, RAR, and is
also a measure of how well the DRG algorithm can group patients with similar resource
consumption. The RAR value is more robust and can be used for smaller populations like a
hospital.

271'1=1|xi — Mpre|

RAR =1 -
?=1|xi — Mror|

Depending on circumstances the RAR value should be above at least 0.45.
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Estimating effect of smaller changes between versions

Often the changes in the grouping algorithm are minor. One or a few DRG:s are split, added
or deleted. This means that in the new version some DRG’s loose cases and some get new
ones. If we compare the R2 and RAR values of the original version, call it A, and the new
version, call it B, we will find that the values are changed very little. In this case we provide a
new measure to better estimate the value of the changes.

We compute a RAR for all the cases in the DRG’s which are part in the changes. This is
done for both version A and version B. Based on this we define a new measure we call
ARAR (“delta RAR”).

Here is the exact definition:

Select all the cases in version A which does not belong to a DRG which has exactly the
same cases in version A and version B. This means for instance that we select

¢ all the cases in a DRG in version A which has been deleted in B
e all the cases in a DRG in version A which has lost or added at least one case in B
e all the cases in a DRG in version B which belong to a new DRG

We have now formed a subset of the cases with the purpose of studying the DRG’s affected
by the changes and no other DRG’s. For this subset we calculate the RAR value in both
version A and B. The number of cases is now p and the residuals are compared with the
mean value in version A and the new mean value in B. The m¢qr,value is of course the

same in version A and B since it is the mean of the costs for the same cases.

Nb-1|Xi — mMppg,|

RARA = 1 -
P 1% = mror,,|
p
X —m
RARy =1— le L = Morg|
P xi = mror,y
arar = (FARE 4 100
— — *
(RARA )

The ARAR value is now a measure of how well we have reduced the errors in cost
explanation expressed in percent. Note that the value will be negative if we have increased
the errors in cost explanation.

Viewing individual DRG’s with normal and lognormal distribution curves

In order to get an immediate intuitive view of how well the cost variations in individual groups
follow the normal and/or the lognormal distribution we present this in the histograms.

The lognormal has this probability density function:

1

1
pdf (x) = mexp (—ﬁ(ln(x) - w?)

The normal distribution has this density function:
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We calculate the pdf functions and multiply by total number of inner cases to get the correct
scaling for drawing in the histogram.

Here is an example of histogram with lognormal distribution curve:
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< >

You select two DRG’s in the table to have them compared in a histogram. The DRG 174 is in
version S2009PL1 replaced by 174N. In the table we observe how the variance has
decreased slightly.

In addition to calculate mean, standard deviation and variance of the observation, the
following values in the table are calculated:

Skewness, a measure of the skew in the distribution. Negative if skew is to the left and
positive if skew is to the right.

Kurtosis, a measure of sharpness of peak in the distribution. Should be as close to zero as
possible. We notice that the example shows a case where this also has decreased slightly.

The example also shows how a change in the grouper algorithm often influences many
groups. For instance we see that the number of cases has changed. In order to evaluate the
usefulness of the change you also have to look at the overall indicators R2 and RAR. When
working with one or a few changes the ARAR value will be even more practical as described
earlier.

Deciding cut-offs for trimming outliers

The yellow line in the graph above indicates the cut-off value.



24th PCS International Conference - 8-11 October 2008, Lisbon, Portugal 10

The graphing capabilities allow the user to change cut-offs for individual DRG’s and
immediately see the effect.

In order to set the cut-offs for all DRG’s in one calculation you can use the following
algorithm. For every DRG we compute this value as the cost cut-off:

Cutoff; = Md; + k = (Q3; — Q1,)

Md;, @3;and Q1;stand for median, upper quartile and lower quartile of the cost of DRG
number i. You can then let the program compute the value k in order to get a total number of
outliers to be 5% of the cases (or any other percentage you choose).

Conclusions

We have shown how software like DMS can shorten the time span between the birth of an
idea on change in DRG algorithm and the moment when the usefulness of the idea is verified
or rejected.

In many cases this process can be shortened from several months to a few hours of testing.
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